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1. (1) 검증데이터셋의 손실함수 값이 훈련 데이터셋의 손실함수 값보다 크다는 것은 모델의 성능에 학습 데이터셋이 큰 영향을 주지 못하고, 검증데이터셋을 통한 Hyperparameter 조정이 이 모델의 성능에 영향을 많이 주고 있다는 의미이기 때문에 Hyperparameter가 많이 사용된다는 것을 의미하므로 학습데이터 양에 비해 모델의 용량이 크다는 것을 알 수 있습니다.

(2) 문제를 해결하기 위해서는 데이터 증강 등 여러 방법을 사용하여 학습데이터의 양을 늘리거나, 학습데이터셋에 맞게 모델의 용량을 줄임으로서 문제를 해결할 수 있습니다.

1. (2) 모든 활성화 함수에 대해 Batch Normalization을 적용한다.  
   Data를 비선형으로 바꾸기 위해 tanh or ReLU와 같은 Activation function을 사용함으로써 가중치가 전달되지 않는 Vanishing gradient 문제가 발생하였습니다.  
   이를 해결하기 위해서는 신경망 안에 포함되어 학습 시 평균과 분산 계산한 후 정규화를 통해 scale, shift 연산을 실행하는 Batch Normalization을 통해서 Covariate Shift 현상을 막아 학습 시 현재 layer의 입력은 모든 이전 layer의 파라미터의 변화에 영향을 받게 되며, 망이 깊어짐에 따라 이전 layer에서의 작은 파라미터 변화가 증폭되어 뒷 단에 큰 영향을 끼치게 될 수도 있어 Vanishing gradient 문제를 해결할 수 있습니다.  
   추가적으로, Batch Normalization을 사용할 경우, propagation시 parameter의 scale 영향을 받지 않기 때문에 learning rate를 높게 설정할 수 있어 빠른 학습이 가능해집니다.
2. 2번: f(x) = 0.9x +1   
   활성화 함수로 2와 같은 선형 활성화 함수를 사용한다면, 아무리 깊게 Layer를 쌓아도 y=x와 같은 직선함수와 다를 바가 없기 때문에 Deep한 Network의 이점이 전혀 존재하지 않기 때문입니다.

|  |  |  |
| --- | --- | --- |
| Layer | Activation Volume Dimensions | Number of parameters |
| Input | 32x32x3 | 0 |
| CONV3-8 | 32x32x8 | 216 |
| Leaky ReLU | 32x32x8 | 216 |
| POOL-2 | 16x16x8 | 0 |
| BATCHNORM | 16x16x8 | 0 |
| CONV3-16 | 16x16x16 | 432 |
| Leaky ReLU | 16x16x16 | 432 |
| POOL-2 | 8x8x16 | 0 |
| FLATTEN | 1024 | 0 |
| FC-10 | 1x1x10 | 10240 |